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Problems for Explanationism on Both Sides

This paper continues a recent exchange in this journal concerning explanationist accounts of epistemic justification. In the first paper in this exchange, T. Ryan Byerly (2013) argues that explanationist views judge that certain beliefs about the future are unjustified when in fact they are justified. In the second paper, Kevin McCain (forthcoming) defends a version of explanationism which he argues escapes Byerly’s criticism. Here we contribute to this exchange in two ways. First, in section one, we argue that McCain’s defense of explanationism against Byerly’s objection is unsuccessful. Then, in section two, we develop an independent objection to explanationism from a different direction. If our arguments in each section are sound, then not only do explanationist accounts of epistemic justification judge beliefs that are justified to be unjustified, but they judge beliefs that are unjustified to be justified. Explanationism faces problems on both sides.

1 Explanationism and Beliefs about the Future

As we said above, Byerly argues against explanationist accounts on the basis that they imply that certain beliefs about the future are unjustified when in fact they are justified. In this section, we defend Byerly’s objection to explanationist accounts against responses to it recently developed by McCain. 

1.1 Explanationism
We begin with a brief characterization of explanationist views. As we will treat explanationism, it is a member of the evidentialist family of views about epistemic justification. According to the evidentialist family of views, whether or not a person is epistemically justified in believing a proposition is explained by the evidence that person possesses and its relationship to the proposition in question.
 For example, Conee and Feldman (2008) write that for any person S, proposition p and time t, 

(E)
S is justified in believing p at t iff S’s evidence at t on balance supports p. 

Whether an evidentialist view speaks in such a way specifically of evidential support or not, any evidentialist view will say that there is some relation between possessed evidence and propositions such that a person is justified in believing a proposition just in case this relation obtains between her evidence and the proposition in question.  


Some evidentialists have endeavored to elucidate the nature of this relation between possessed evidence and propositions in more detail.
 And one important approach here is the approach of the explanationist.
 Explanationists say that the relation in question is to be understood as an explanatory relation. One simple explanationist proposal which adopts Conee’s and Feldman’s language of support is the following: 

(EXP)
S’s evidence e supports a proposition p at t iff p is part of the best explanation for e available to S at t.  

A view much like this one has been forwarded by Conee and Feldman themselves,
 and similar views have been endorsed by others as well.
 Combining EXP with E yields an explanationist account of when a person is justified in believing a proposition:

(EXP + E)
S is justified in believing p at t iff p is part of the best explanation for e available to S at t.  


It isn’t difficult to see why a view along the lines of (EXP + E) would be found attractive. After all, (EXP + E) does seem to correctly account for the justificatory status of a quite diverse range of attitudes. For example, it is plausible that when perceptual and memorial experiences justify beliefs about their contents they do so just because the fact that things are as they are represented perceptually or memorially is the best explanation for why a subject has the perceptual or memorial experience she does. Likewise, when a person is justified in believing something on the basis of testimony, this is plausibly just because the best explanation for why she has received this testimony from this testifier is that the claim to which the testifier testifies is true. Again, when a person is justified in believing some moral or metaphysical or mathematical claim, it is plausible that this is just because the truth of this moral or metaphysical or mathematical claim provides the best available explanation for why it is that she just can’t imagine things being such that this claim isn’t true.


Despite the attractiveness of (EXP + E), various counterexamples to it have been proposed. First, it has been objected that there are cases where a person’s evidence entails a claim p, and where she is aware of this entailment and thereby justified in believing p, but where p is not part of the best available explanation for why she has the evidence she does. Lehrer, for example, introduces the following case:

Imagine that I am standing with my toe next to a mouse that is three feet from a four-foot high flagpole with an owl sitting on top.  From this information concerning boundary conditions and the Pythagorean Theorem…we can deduce that the mouse is five feet from the owl. (Lehrer 1974, 166).

In Lehrer’s example, one is of course justified in believing that the owl is five feet from the mouse despite the fact that <the owl is five feet from the mouse> explains neither the boundary conditions nor the Pythagorean Theorem.  Second and more recently, in the first paper of the exchange on which this paper is focused, Byerly argues that a person can be justified in believing a claim p about the future, despite the fact that p is not part of the best explanation for why this person has the evidence she does.  


Thankfully, for those attracted to explanationism, Kevin McCain has both in this journal and elsewhere recently defended a revised version of explanationism which he argues escapes both of these criticisms of (EXP + E). (McCain 2013b, McCain 2014) It is precisely because his view promises these results that we think it worthy to investigate in further detail here whether the view in fact delivers on its promise—especially its promise with respect to Byerly’s challenge regarding justified beliefs about the future. 

1.2 The Byerly-McCain Exchange
In order to properly evaluate McCain’s response to Byerly, we first briefly summarize both Byerly’s objection and McCain’s response in this section.

As we said above, Byerly argues that explanationist views imply that certain beliefs about the future are unjustified when in fact they are justified. Consider his golf case:

Suppose I’m on the golf course on a sunny, calm day.  My putting stroke has been working for me most of the day, and I’m now on the sixteenth green.  It’s not a long putt(just six feet.  I’m fairly confident.  I rotate my shoulders, pulling the putter back, and then accelerate through the ball.  It rolls toward the cup.  The speed looks good.  The line looks on.  Yes, I believe it’s going in!  (Byerly 2013b, 235)
The simple and attractive explanationist view (EXP + E) implies that the golfer is justified in believing <this ball will roll into the cup> just in case this proposition is part of the best explanation for the golfer’s current evidence.  Byerly notes, however, that it is not prima facie plausible to suppose that <this ball will roll into the cup> is part of the best explanation for the golfer’s current evidence. This is because it does not at all seem that the golfer possesses the evidence he does because of future facts such as that the ball will go in; rather, he possesses this evidence because of a body of present and past facts. Thus, (EXP + E) has the consequence that the golfer is not justified in believing <this ball will roll into the cup>. But, Byerly maintains, a theory of epistemic justification ought to permit the golfer to be justified in believing <this ball will roll into the cup>. And of course there will be many other cases of beliefs about the future relevantly like the golf case.


McCain responds that Byerly’s argument against explanationism is not ultimately convincing. He is prepared to grant that the golf case successfully challenges (EXP + E). However, he proposes an alternative explanationist view in place of (EXP + E). Specifically, he proposes the following:

(M EXP + E)
S is justified in believing that p at t iff p is part of the best explanation for e available to S at t or p is available to S at t as an entailment of the best explanation of e available to S at t.

McCain argues that (M EXP + E) permits the golfer to be justified in believing <this ball will roll into the cup>.
 And he argues, further, that even if (M EXP + E) did not permit the golfer to be justified in believing <this ball will roll into the cup>, it would permit the golfer to be justified in believing propositions in the near neighborhood of <this ball will roll into the cup>. In either case, Byerly’s original example fails to threaten a still relatively simple and attractive explanationist view—(M EXP + E). Moreover, shifting from (EXP + E) to (M EXP + E) is already motivated, since this move straightforwardly helps the explanationist account for entailment-based objections to her view, such as that offered by Lehrer.  To see how a shift from (EXP + E) to (M EXP + E) helps respond to entailment-based objections (such as the Lehrer flagpole case mentioned earlier), consider the following response from McCain:

…Lehrer has evidence that justified him in believing that the mouse is three feet from the flagpole, the owl is on top of a four foot flagpole, and the Pythagorean Theorem is true….this means that the following propositions would all be available to Lehrer as part of the best explanation of his current evidence: <the mouse is three feet from a four foot tall flagpole>,<the owl is in top of a four foot tall flagpole>,<the Pythagorean Theorem is true>…and so on.  Since these propositions are part of the best explanation for Lehrer, <the mouse is five feet from the owl> is a logical consequence of the explanation.  (McCain 2014, 74)

While there is some promise for this explanationist reponse to the entailment-based objections, we argue that cases about beliefs about the future, such as the golfer case, are more difficult for the explanationist.


McCain first develops two strategies whereby the advocate of (M EXP + E) can argue that her view permits the golfer to be justified in believing <this ball will roll into the cup>. Before explaining them, we briefly note that both responses are designed to handle the golf case understood in a particular way. Specifically, both responses are designed to handle the golf case where we interpret Byerly’s descriptive claim that the golfer’s stroke has been working “most” of the day to implicate that his stroke has been working most but not all of the day—i.e., he has missed some putts in similar circumstances.   


According to McCain’s first strategy, there are some circumstances C such that the best explanation for the golfer’s current evidence includes both the claim <most balls rolling toward the cup in C have gone in> and the claim <this ball is rolling toward the cup in C>. These claims together entail that <probably, this ball will roll in>. Thus, according to (M EXP + E), the golfer is justified in believing <probably, this ball will roll in>. However, McCain proposes that the sort of probability at issue here is epistemic probability. And he understands talk of epistemic probability as just another way of expressing talk of what one’s evidence supports.  Thus, to claim that probably this ball will roll in is just to claim that the golfer’s evidence supports the claim that the ball will roll in. Thus, the advocate of (M EXP + E) can affirm that the golfer’s evidence supports the claim <this ball will roll in>. Call this strategy the epistemic probability strategy.
 


According to McCain’s second strategy, there are some circumstances C such that the best available explanation of the golfer’s evidence includes both <in all normal cases golf balls rolling to the cup in circumstances C go into the cup> and <this is a normal case of a golf ball rolling toward a cup in circumstances C>. McCain defines normal cases of a golf ball rolling toward a cup in circumstances C as cases where a ball rolls toward a cup in C and is not later interfered with
 by some factor prospectively imperceptible to the golfer. And, he argues that the claim that this is a normal case (in the way just defined) of a ball rolling toward a cup in C is either part of or is entailed by the best available explanation for the golfer’s evidence. Since the two foregoing propositions together entail that the ball will roll into the cup, McCain concludes that the golfer’s belief that the ball will roll into the cup is, according to explanationism, justified. Call this the normal case strategy.  


McCain also offers a final strategy according to which the golfer is not justified in believing <this ball will roll in>, but is justified in believing a proposition in its near neighborhood.  This strategy initially mirrors the epistemic probability strategy in arguing that, according to (M EXP + E), the golfer is justified in believing <probably, this ball will roll in>.  Again, this is because the best available explanation of the golfer’s evidence includes both <most balls rolling toward a cup in C have gone in> and <this ball is rolling toward a cup in C>. However, instead of claiming that the probability in question is epistemic probability, this strategy is best understood as claiming that the sort of probability involved is some sort of objective, non-epistemic probability. Thus, the proposition in the near neighborhood of <this ball will roll in> which the golfer is justified in believing is the proposition <it is probable (in an objective, non-epistemic sense) that this ball will roll in>. Call this strategy the near neighborhood strategy. 
1.3 Responding to McCain

We argue that, on careful evaluation, the epistemic probability strategy, the normal case strategy, and the near neighborhood strategy all fail.  This is because, in all three of these strategies, there is a key proposition about the future which must be either part of the best available explanation for the golfer’s evidence or entailed by that explanation if the strategy is to succeed in offering a defense of explanationism against Byerly’s objection, but in each case McCain has not convincingly shown that this key proposition is either part of the best available explanation of the golfer’s evidence or entailed by that explanation. Ultimately, he has only replaced debate about whether explanationists can defend the golfer’s justification for believing one claim about the future with debate about whether explanationists can defend the golfer’s justification for believing another claim about the future. This result is quite significant, moreover, because it shows that Byerly’s objection regarding beliefs about the future is a more recalcitrant objection to explanationist views than earlier entailment-based objections.


We begin our assessment with the near neighborhood strategy. Recall that, according to this strategy, the golfer is supposed to be justified in believing <probably (in an objective sense) this ball will roll in> because the best available explanation for his evidence includes <this ball is rolling toward a cup in circumstances C> and <most balls rolling toward a cup in circumstances C roll in>, and these latter two propositions entail the former. We object to this strategy on the basis that the two propositions supposed to be part of the best explanation of the golfer’s evidence do not entail the proposition <probably this ball will roll in>. Indeed, generally, a conjunction of propositions of the form <Most Fs are Gs> and <x is an F> does not entail <probably x is a G>. This is because x might be a member of some other category, H, such that most members of H are not Gs. 


Consider an example. Sally is a woman over 35.  Suppose most women over 35 are unable to run a 6-minute mile. Do these claims entail that it is probable that Sally is unable to run a 6-minute mile? They do not. Entailment is supposed to be monotonic. If p entails q, then for any r, p&r entails q. But, suppose that in addition to being a woman over 35, Sally is a world-class Olympic runner, and that almost all world-class Olympic runners are able to run 6-minute miles. If anything, then, it is likely that she can run a 6-minute mile. So, we had better not say that <most women over 35 are unable to run a 6-minute mile> and <Sally is a woman over 35> entails <Sally probably cannot run a 6-minute mile>. More generally, <most Fs are Gs> and <x is an F> does not entail <probably, x is a G>. And, relevant to McCain’s discussion, <most balls rolling toward a cup in circumstances C roll in> and <this ball is rolling toward a cup in circumstances C> does not entail <probably this ball will roll in>.  


It is noteworthy that <Most Fs are Gs> and <x is an F> does entail <probably x is a G>, given that <there is no H such that x is an H and at most half of the Hs are Gs>. Thus, one strategy McCain might pursue in order to rescue the near neighborhood strategy from the current objection would be to argue that a proposition such as <there are no circumstances D such that this ball is rolling toward a cup in D and at most half of the balls rolling toward a cup in D roll in> is also part of the best available explanation for the golfer’s evidence or is entailed by it. We think the prospects for defending this claim are very dim. But, we delay arguing for this until after engaging the epistemic probability strategy and the normal cases strategy, since these latter strategies each face a parallel problem.


Move, then, to the epistemic probability strategy. We think this strategy faces a number of serious difficulties. But, we press only one in the text because it significantly parallels the objection offered against the near neighborhood strategy above. The problem is that the epistemic probability strategy’s claim that the conjunction of <most balls rolling toward a cup in C roll in> and <this ball is rolling toward a cup in C> entails <probably this ball will roll in> is even less plausible than the parallel claim in the near neighborhood strategy, since the sort of probability involved in this strategy is epistemic probability. For, even if some conjunction p&q entails another proposition r, it does not follow that p&q entails that the epistemic probability of r is high. This is because epistemic probability is relative to agents.  And, p&q will not entail that the epistemic probability in r is high for some arbitrary agent S who is not justified in believing p&q. Thus, the conjunction of <most balls rolling toward a cup in C roll in> and <this ball is rolling toward a cup in C> does not entail <probably (in the epistemic sense) this ball will roll in>.


McCain might respond that, in the golf example, it is plausible that the golfer is justified in believing the conjunction of <most balls rolling toward a cup in C roll in> and <this ball is rolling toward a cup in C>. We agree. But, still, we claim that even given that the golfer is justified in believing the conjunction of <most balls rolling toward a cup in C roll in> and <this ball is rolling toward a cup in C>, it is not the case that this conjunction entails <probably (in the epistemic sense) this ball will roll in>. It is easy enough to see this from the 6-minute mile example employed above. Surely it is possible for a person S to be justified in believing that Sally is a woman over 35 and that most women over 35 cannot run a 6-minute mile, but for S’s epistemic probability that Sally cannot run a 6-minute mile not to be high. In order for S’s justification that Sally is a woman over 35 and that most women over 35 cannot run a 6-minute mile to entail that the epistemic probability for S that Sally cannot run a 6-minute mile to be high it must also be the case that S is justified in believing that there is no category H such that Sally is in H and at most half of the members of H cannot run a 6-minute mile. Similarly, even given the golfer’s justification for believing the conjunction of <most balls rolling toward a cup in C roll in> and <this ball is rolling toward a cup in C>, this conjunction will entail <probably (in the epistemic sense) this ball will roll in> only given that the golfer is also justified in believing some proposition such as <there are no circumstances D such that this ball is rolling toward a cup in D and at most half of the balls rolling toward a cup in D roll in>. Thus, the explanationist must argue that such a proposition is included in the best available explanation of the golfer’s evidence or that it is entailed by that explanation. Again, we think the prospects for defending this claim are dim. But, we delay arguing for this until after considering the last strategy—the normal case strategy.

According to the normal case strategy, the propositions <in all normal cases golf balls rolling to the cup in circumstances C go into the cup> and <this is a normal case of a golf ball rolling toward a cup in circumstances C> are part of or are entailed by the best available explanation of the golfer’s evidence, and these propositions entail <this ball will roll in>. Unlike the previous strategies, we grant the entailment claim here. But, we dispute the claim that the proposition <this is a normal case of a golf ball rolling toward a cup in circumstances C> is part of or is entailed by the best available explanation for the golfer’s evidence. We dispute this because, by definition, a “normal case” is a case in which nothing interferes with the ball rolling toward the hole. So, for <this is a normal case of a golf ball rolling toward a cup in circumstances C> to be a part of or entailed by the best explanation of the golfer’s evidence, the proposition <this ball will not be interfered with> must be either part of or entailed by the best explanation of the golfer’s evidence.  But it is not.


First, McCain should be prepared to grant that <this ball will not be interfered with> is not part of the best explanation for the golfer’s evidence.  For, it is no more plausible to suppose that <this ball will not be interfered with> explains why the golfer has the evidence he does than that <this ball will roll in> explains why the golfer has the evidence he does. And, McCain is prepared to grant that <this ball will roll in> is not part of the best available explanation for the golfer’s evidence, as we saw in section 1.1.


Second, there is no good reason to think that <this ball will not be interfered with> is entailed by the best available explanation of the golfer’s evidence, either. McCain seems to argue that <this ball will not be interfered with> is entailed by the best explanation by arguing that the best explanation of the golfer’s evidence includes both <no potential interferer of this ball rolling toward cup C is perceptible> and <whenever no potential interferer of a ball rolling toward a cup in circumstances C is perceptible, there is no interferer with the ball>. Here the proposition <whenever no potential interferer of a ball rolling toward a cup in circumstances C is perceptible, there is no interferer with the ball> is presumably part of the best available explanation of the golfer’s evidence because the golfer’s evidence includes memorial experiences as of every ball rolling toward a cup in C being such that if there was no prospectively perceptible interfering factor, the ball was not interfered with. 


However, this commitment about the golfer’s memorial experience constitutes a non-trivial embellishment of the original golf story, and one that is unnecessary for the story to pose a significant threat to explanationism. Indeed, those of us who have experience with golf will find the embellishment a bit incredible. Precisely part of what makes golf so difficult is that it is not the case that whenever something interferes with a golf ball rolling into a cup the interfering factor is perceptible. Bugs occasionally whiz by and land in the path of the ball, the ball rolls over previously unperceived cleat marks, etc. Would that it were true that these factors were always prospectively perceptible—but it’s not.  Suppose then that we embellish the story so that in almost all of the few cases in which a ball rolling toward a cup in C has not gone in, the interfering factor had been perceptible previously, but that in some cases (even one!) it was not.  Here McCain’s strategy will not work to support the idea that the golfer is justified in believing <this ball will go in>. 


In order to convincingly defend the normal case strategy, McCain must argue that <this ball will not be interfered with> is part of or is entailed by the best available explanation for the golfer’s evidence. This requirement is in fact very similar to the requirements highlighted above facing the other strategies. As we put it there, those strategies will not succeed unless it can be defended that <there are no circumstances D such that this ball is rolling toward a cup in D and at most half of the balls rolling toward a cup in D roll in>
is part of or is entailed by the best available explanation of the golfer’s evidence. Circumstances where the ball is interfered with would plausibly constitute circumstances such that at most half of the balls rolling toward a cup in those circumstances did not go in, of course. Thus, arguing that <there are no circumstances D such that this ball is rolling toward a cup in D and at most half of the balls rolling toward a cup in D roll in> is part of or is entailed by the best available explanation for the golfer’s evidence arguably requires arguing that <this ball will not be interfered with> is part of or is entailed by the best available explanation for the golfer’s evidence. None of the three strategies, then, succeeds unless it can be convincingly argued that <this ball will not be interfered with> is part of or is entailed by the best available explanation of the golfer’s evidence. But McCain has not convincingly argued for this claim. And the prospects for doing so seem bleak indeed. Ultimately, despite the ingenuity of his strategies, it appears that McCain has only replaced debate about whether explanationists can defend the justification for believing one proposition about the future—namely, <this ball will roll in>—with debate about another—namely, <this ball will not be interfered with>. Thus, the problem facing explanationism stemming from beliefs about the future persists.

2. Another Problem for Explanationism: When Believing the Best Available Explanation isn’t Justified

The golf case of section 1 is a problem for explanationism because explanationism, as we have defined it, offers both necessary and sufficient conditions for evidence to support propositions and, thus, for evidence to justify belief.  The golf case challenges the necessity condition—that a proposition p’s being part of or entailed by the best available explanation for a subject S’s evidence is necessary for S to be justified in believing p. In this section, we argue against the sufficiency condition—that a proposition p’s being part of or entailed by the best available explanation for a subject S’s evidence is sufficient for that proposition to be justified for S. Arguing against the sufficiency condition has some additional value in the present context because there is some controversy about whether some of the authors we claimed were sympathetic with explanationism have intended to defend explanationism as we defined it or whether they intended only to defend the sufficiency condition of explanationism.
 


The objection we will urge against the sufficiency condition of explanationism is related to, though importantly different than, the problem of the bad lot for abductive arguments. Abductive arguments are often characterized as taking the form: 


(P1) There is a phenomenon P.


(P2) The best available explanation for P is hypothesis H.

(
(C) So, Hypothesis H is true.

Such arguments are widely used and are often thought to be inductively strong in that the conjunction of P1 and P2 inductively confirms C. But, the problem of the bad lot urges that if H is merely the best explanation among a bad lot of candidate explanations, then P1 and P2 will not inductively confirm C.
 


Now, we ourselves are not committed to any particular view about whether the problem of the bad lot really is a problem for abductive arguments—whether it challenges the view that the premises of an abductive argument inductively confirm its conclusion. Rather, what we wish to focus on here is that a worry that parallels the problem of the bad lot does arise for explanationist views in epistemology.
 And, we argue, the problem it presents is very serious indeed. 


We can begin to see the worry for explanationist views by noting that just as one might question whether abductive arguments are inductively strong when the best available hypothesis is merely the best of a bad lot, one might question whether a subject is justified in believing the best available explanation for her evidence when it is merely the best of a bad lot.


One way to respond to this concern with explanationism is to modify explanationism yet again so that it does not imply that in the bad lot cases the subject is justified in believing the best available explanation of her evidence. For example, one might modify (M EXP + E) by insisting not only that p is the best explanation available to S at t for e, but also that p meets some minimum criteria of explanatory goodness.
 We will not argue here that such a strategy cannot succeed. Rather, we propose that whether or not such a strategy can be used to defend explanationist views in the face of these cases, explanationist views will not be able to escape from a problem presented by cases which are slightly different from these. For in the kinds of cases we have in mind the subject is not justified in believing the best available explanation even though that explanation is a good one.  


In the cases we have in mind, the best available explanation for a person's total evidence is p, and p is a good explanation of that evidence, and yet S is not justified in believing p because S has reason to suspend judgment concerning p. Intuitively, there seem to be a good many such cases.  They arise especially in domains where subjects have good reason to believe that they don’t or perhaps can’t possess all of the relevant evidence concerning some hypothesis. In such cases it seems that persons may have an explanation p of their evidence e which is better than any other available explanation, and p may even be a good explanation of e, but they are nonetheless not justified in believing p because they have reason to think that there may very well be some other, unavailable explanation, which is in fact the correct explanation for e. If this sort of case is indeed possible, then it presents a very serious challenge to explanationist views like (M EXP + E).

Such cases do seem to be possible.  The detailed example we will focus on here comes from criminal investigations.  Imagine that Sally is the lead detective on an investigation of a burglary.  She typically uses an eight-step investigative procedure for crimes of this sort and this procedure involves gathering and analyzing multiple kinds of evidence—physical evidences, forensic evidences, testimonial evidences, psychological evidences, circumstantial evidences, and so on.  Sally is now mid-way through her investigative procedure, having completed four of the eight steps.  She has gathered and analyzed the appropriate evidence for these four steps, but has not yet gathered or analyzed evidence that may or may not arise during the final four steps.  The list of suspects with which Sally began has been narrowed, and there is one very promising suspect in particular named Jeremy.  In fact, the claim <Jeremy committed the burglary> (call this the Jeremy hypothesis) is the best explanation available to Sally for all of the evidence she currently has obtained through the first four steps.  There are multiple witnesses locating someone who fits Jeremy’s description at the scene of the crime at the time at which it was committed.  Some drug paraphernalia like that which Jeremy commonly uses to feed his drug habit was found at the scene of the crime.  Jeremy seems to display a sense of satisfaction or gladness about the robbery. His bank account reflects a deposit shortly after the incident.  Other current suspects, while not ruled out, do not fit the evidence Sally currently has anywhere nearly as well as Jeremy does.  The Jeremy hypothesis is the best available explanation for the evidence Sally currently has and it is a very good explanation of that evidence.

But Sally isn’t justified in believing the Jeremy hypothesis.  For, she has good reason to think that there may very well be relevant evidence concerning the burglary that she does not currently have.  After all, there have been many times in the past where, after completing step four of her investigation, things took a dramatic swing.  It has not at all been uncommon that at these later stages in the process, an alternative suspect emerges who fits the data even better than previous suspects.  Thus, while the Jeremy hypothesis is the best available explanation of the evidence Sally currently has, and while it is even a very good explanation of that evidence, Sally is not justified in believing this hypothesis.  Believing the Jeremy hypothesis would be premature.  The correct explanation for Sally’s data may very well not be available at present, and she has good reason to think this.
To further strengthen the force that examples such as the detective case have against explanationist views, we will briefly consider four potential responses available to explanationists.
 One response modifies explanationism, one argues that the proposed explanations in our examples are not the best available explanations, one argues that the proposed explanations are not good, and one argues that it is admissible for the explanationist to claim that the subjects in the examples are justified in believing the proposed explanations. 

The first response is to modify explanationist views by introducing a clause about what one has reason to believe. For example, (M EXP + E) might be modified as follows:
S is justified in believing a proposition p at a time t iff p is part of the best explanation available to S at t for why S has the evidence she does at t or p is available to S as an entailment of the best available explanation of S’s evidence at t, so long as S doesn’t have good reason to think that the correct explanation for why she has the evidence she does at t may very well be unavailable to her at t.

We think this is the worst strategy an explanationist could adopt.  For, on this modified view, the explanationist’s analysis of epistemic justification will appeal to the concept of having good reason. But this latter concept is plausibly equivalent to the concept of epistemic justification. Thus, to pursue this strategy is to succumb to circularity in one’s analysis of epistemic justification.
  

  The second response argues that the proposed explanations in our examples are not the best available explanations of the subjects’ evidence. Defending the response involves partitioning the subject S’s evidence into two categories which we will refer to as e and e*. Category e is the subset of S’s evidence which we claim to be explained by the explanatory hypothesis we say the subject is not justified in believing, while category e* is the remaining subset of S’s total evidence—a subset which is explained by
 the proposition that <p may well not be the best available explanation for S’s total evidence>.  Together, e + e* constitutes S’s total evidence. On the second response to our examples, the explanationist maintains the following: any time the best good explanation S has for e is a proposition p(and yet S also has evidence e* that is best explained by the claim that <p may well not be the correct explanation for e>(there will be a specific alternative explanation, p*, of e + e* which is as good as any explanation of e+e* that includes p.  
To illustrate the strategy, imagine a case where you look in a warehouse at what appears to be a red item.  At this stage, the best available explanation for your evidence includes the proposition p that there is a red item. However, imagine that you obtain reliable testimony that the lights in the warehouse are red and so come to possess reason for thinking that p may well not be the best available explanation for your evidence. Let e* be the portion of your evidence that is constituted by or explained by the claim that <p may well not be the best available explanation for your total evidence>, and let e be your total evidence minus e*. The proposal here is that there must now be a rival hypothesis, p*, which explains e + e* (your total evidence) at least as well as any explanation including p.   And this indeed seems to be correct. The hypothesis that you are viewing a white item with a red light shining upon it now explains e + e* just as well as any alternative explanation of your total evidence which includes the proposition that you are viewing a red item. More generally, the explanationist who advocates this response maintains that every case of ours will be like this—there will always be some rival hypothesis to the claim p we propose is the best available explanation of the subject’s current evidence which is at least as good an explanation of the subject’s total evidence as p. 


But this response, too, is unattractive. For, in the detective case, there is no rival hypothesis to the Jeremy hypothesis ready at hand.  The Jeremy Hypothesis is the best available explanation for the detective’s current evidence, and it remains so even given the fact that the detective is justified in believing that there may well be a better, unavailable explanation for that evidence.  The difference between the red light case and the detective case is that, in the red light case but not the detective case, a rival hypothesis is ready at hand that explains both e and e*.  Indeed, in the red light case, the evidence that led the subject to be justified in believing that the hypothesis that there is a red object might well not be the correct explanation for her current evidence itself consisted in testimony of just such a rival hypothesis. But, in the detective case, the subject has reason to think that the Jeremy hypothesis may well not be the correct explanation for her current evidence independently of having available any such specific rival hypothesis. 

The failure of this second response is only made clearer when we attempt to conjure up rival hypotheses which explain the evidence as well as the Jeremy hypothesis. For example, the best rival hypothesis we can think of is the Look-alike hypothesis: 

<Someone who looked like Jeremy (but not Jeremy himself) committed the burglary and Jeremy didn’t like the victims of the burglary and he made his money in some other way and the person who looked like Jeremy also used drugs similar to those Jeremy uses>

This hypothesis has several explanatory virtues that other rival hypotheses do not have. For example, it predicts the detective’s evidence regarding Jeremy’s attitude, the drug paraphernalia, and the reports of the witnesses. Further, unlike disjunctive explanations of the detective’s evidence (e.g., Jeremy did it or someone else did), the Look-alike hypothesis is a clear rival
 to the Jeremy hypothesis that needn’t include irrelevant information.
 However, it is easy to see that the Look-alike hypothesis is not as good an explanation of the detective’s evidence as the Jeremy hypothesis. For, we would count a detective who believed the Look-alike hypothesis as far more blameworthy than a detective who believed the Jeremy hypothesis. Indeed, we would probably say that such a person was a bad detective! The explanation for this is likely that the Jeremy hypothesis provides a more unified explanation of the detective’s evidence than that which is provided by the Look-alike hypothesis, and unification is a mark of explanatory goodness.
 

A third response to our examples argues that the explanatory hypotheses in question are not good hypotheses, regardless of whether or not they are the best available hypotheses.  Again distinguishing between e and e* as above, the proposal is that anytime the best good explanation S has for e is p, but S also has evidence e* that is explained by the claim that <p may well not be the correct explanation for e>, the very fact that <p may well not be the correct explanation for e> is part of the best explanation for e + e* will itself imply that any explanation of e + e* that includes p cannot be good.  This is because no explanation which includes both p and the claim that p may well not be part of the correct explanation for e+e* could be a good explanation of e + e*. After all, claims of the form “p and it might well be that not-p” are hardly felicitous. Thus, according to this response, in the detective case the Jeremy hypothesis is not a good explanatory hypothesis because this hypothesis includes both the claim that Jeremy did it and the claim that Jeremy may well not have done it.

Unfortunately, this response is unattractive as well. For one thing, it conflicts strikingly with intuition to claim that there is no good available explanation of the detective’s evidence which includes the Jeremy hypothesis. Surely an explanation such as <Jeremy did it and the Jeremy case is not among those cases where the correct explanation emerges only after step four of the investigation> is a good explanation—isn’t it?

Further, the main reason for maintaining that explanations of the form <p and it might well be that the correct explanation for my evidence does not include p> cannot be good explanations is that such explanations are unassertable. But, their unassertability can be explained pragmatically in much the same way that assertions of the form “p and it might be that not-p” are commonly explained by fallibilists.
 

Finally, it seems there is good reason for explanationists themselves to agree that a proposition can be part of a good explanation for one’s evidence even though one has reason for thinking that this proposition might well be false. After all, the fact that a proposition might be false has not been treated by explanationists as a reason to think that an explanation it is a part of is not good. It has been a selling point of explanationist views, for example, that <S has hands> is part of a good explanation of S’s handish experiences even thought it might be that S is a handless BIV.
 But, if the explanationist affirms that the fact that a proposition might be false is not reason to think that an explanation it is a part of is not good, then there is good reason to think she must also affirm that the fact that a proposition might well be false is not reason to think that an explanation it is a part of is not good. After all, both claims that might be false as well as claims that might well be false can be claims that are more likely true than not.
 


A final response is for the explanationist to admit that there is an explanation of the detective’s evidence which includes the Jeremy hypothesis and is both good and the best available to the detective. Thus, given explanationism, the detective is justified in believing the Jeremy hypothesis. The advocate of this response proposes that this is actually the correct result.  For, while explanationism implies that the detective is justified in believing the Jeremy hypothesis, this does not imply that the attitude of believing the Jeremy hypothesis has the sort of strongly positive normative status that we intuitively find objectionable.  An advocate of this strategy might claim, for example, that while Sally the detective has justification for believing the Jeremy hypothesis, she isn't justified in closing inquiry about who committed the crime.  Or he might claim that while Sally has justification for believing the Jeremy hypothesis, she doesn't have justification sufficient for knowing the Jeremy hypothesis.  Or he might claim that it's not the case that Sally should believe the Jeremy hypothesis.  

We urge a dilemma against this defense of explanationism. Either the justification which explanationism is about is the sort of justification that, when had in the right way, satisfies the epistemic requirement for knowledge, closure of inquiry or epistemic obligation or it isn’t. If the justification at issue isn't the sort of justification that, when had in the right way, satisfies the epistemic requirement for knowledge, epistemic obligation, or justified closure of inquiry, then we claim that explanationism is no longer a theory about anything interesting. If, however, the explanationist claims that the sort of justification her view is about is the sort that, when had in the right way, satisfies the epistemic requirement for these normative epistemic properties, then she will need a way of explaining how it could be that in the detective case the detective has such justification but doesn’t have it in the right way. 


We can think of two approaches whereby an advocate of explanationism might pursue such a strategy. The first approach is for her to rearticulate her view as a view about degrees of justification. Her proposal will be that in the detective case, the detective has some degree of justification for believing the Jeremy hypothesis, but not a high enough degree of justification for knowledge, closure of inquiry, or epistemic obligation (hereafter, we refer simply to knowledge for brevity’s sake). The detective has justification for the Jeremy hypothesis, but not in the right way to have knowledge, since she needs a greater degree of justification if she is to have knowledge. The explanationist who pursues this first approach will of course want to allow that the detective has a degree of justification sufficient for knowledge for claims other than the Jeremy hypothesis.

We urge against this first approach to responding to our dilemma that the explanationist has no attractive way to account for degrees of justification in such a way that the desired implications in the detective case are upheld. If she is to propose an account of degrees of justification that stays faithful to explanationism, then she needs an account of degrees of justification that appeals to some degreed property that appears in her analysis of justification. Notably, explanatory goodness is the only degreed property to be found in that analysis. There are many specific proposals an explanationist might advocate which use explanatory goodness to generate degrees of justification, but these proposals fall into only two basic kinds. We briefly argue here that both kinds of proposal have undesirable implications in the detective case. 


The first kind of proposal an explanationist might employ in order to offer a degreed account of justification is one according to which degrees of justification for propositions can be read directly off of the degrees of explanatory goodness had by explanations. An example of a proposal of this kind is as follows:  

A person S has degree of justification d for believing a proposition p if and only if the best available explanation E of S’s evidence e has degree of goodness d and E either includes p or p is available to S as an entailment of E.

Here the degree to which any claim p is justified for a person S is inherited directly from the degree of goodness had by the best available explanation E for S’s evidence e. If p is included in or is available to S as an entailment of E, then p is justified exactly to the degree that E is a good explanation of e. If p is not included in or available to S as an entailment of E, then p will not be justified to any degree. As we have said, there are other proposals of this kind which differ in their details from the proposal sketched here. What unites these proposals is the way in which propositions directly inherit their degree of justification from the degree of goodness had by explanations which include or entail them.


We urge a single, very significant difficulty for all proposals of this first kind. The difficulty is that accounts of this kind imply that every proposition included in or entailed by an agent’s best available explanation will be justified to exactly the same degree. This is because, according to accounts of this kind, propositions inherit their degrees of justification directly from those explanations which include or entail them. Thus, for example, in the detailed proposal above, any proposition p will be justified exactly to the degree that the best available explanation of S’s evidence is good or it will be justified to no degree. Views of this kind therefore have undesirable implications in the detective case. For, as the Jeremy hypothesis is included in the detective’s best available explanation for her evidence, accounts of this kind will imply either that the detective knows nothing or that she has justification sufficient for knowing the Jeremy hypothesis.  And this is undesirable.


A second kind of account is one according to which propositions derive their degree of justification indirectly from explanations which include or entail them on the basis of the contribution these propositions make to the goodness of these explanations.
 The basic idea of such proposals is that propositions are justified to the degree that they enhance those explanations which include or entail them over rival explanations which do not include or entail them. A detailed proposal of this kind is as follows:

A person S is justified in believing a proposition p to degree d if and only if either (i) p is included in the best available explanation E of S’s evidence e and E is better to degree d than any available explanation E’ of e which does not include p or (ii) p is entailed by claims which are included in the best available explanation E of S’s evidence e and E is better to degree d than any explanation E’ of e that does not include claims which entail p.

Again, one can imagine alternative proposals of this kind which differ in their details from the detailed proposal offered here. What unites these proposals, as we have said, is that they propose that the degree of justification any claim has derives from the comparative goodness of explanations which include or entail it versus explanations which do not.


Unfortunately, this kind of proposal has undesirable implications in the detective case as well. For the Jeremy hypothesis in fact does very well at enhancing the goodness of the detective’s best available explanation over rival explanations which do not include the Jeremy hypothesis. As we argued earlier in our discussion, the best available rival explanation of the detective’s evidence which does not include the Jeremy hypothesis is one that includes the Look-alike hypothesis.  But, an explanation of the detective’s evidence that includes the Jeremy hypothesis is far better than an explanation that includes the Look-alike hypothesis. Thus, if the explanationist offers an account of degrees of justification of this second kind, then her view will imply that the Jeremy hypothesis is justified to a high degree. And this is undesirable.

To further defend our claim that explanations of the detective’s evidence which include the Jeremy hypothesis are much better than explanations that do not we ask the reader to imagine that Sally the detective goes ahead and completes steps five through eight of her investigative procedure and no additional evidence turns up in favor or against the Jeremy hypothesis. Arguably now, at the end of the investigation, Sally does have justification sufficient for knowing the Jeremy hypothesis. Certainly she is justified in closing inquiry. But this is not because the Jeremy hypothesis somehow gained substantially in its superiority over its rivals by virtue of the evidence gathered in steps five through eight. This evidence, we said, was in its own right neutral between the Jeremy hypothesis and rival hypotheses. What makes the difference in the justificatory status of the Jeremy hypothesis, rather, is that now, at the end of step eight, Sally no longer has good reason to think that there may well be relevant evidence which is not currently available. Thus, the reason Sally does not have justification sufficient for knowledge of the Jeremy hypothesis at step four of her inquiry is not because explanations which include it are not sufficiently better than explanations that do not; rather, she does not have justification sufficient for knowing it because she has good reason to believe there may well be relevant evidence that is currently unavailable. Explanationist accounts of degreed justification of the second kind considered here therefore have undesirable implications in the detective case. They imply that the Jeremy hypothesis has justification sufficient for knowledge at the end of step four if it ever will; but, in fact the Jeremy hypothesis will only have such justification after step eight, and not after step four. 




We said that there was a second approach the explanationist might pursue in order to maintain that the detective has justification for the Jeremy hypothesis without having this justification in the right way to achieve knowledge. This second approach is for the explanationist to propose that her account of justification was only an account of defeasible justification. The detective has such defeasible justification for the Jeremy hypothesis, but unfortunately it is defeated by the justification she has for the claim that the correct explanation for her evidence may well be currently unavailable. 


We offer two responses to this second approach. The first is that this approach is clearly not an approach that would be adopted by some of the main targets of the present paper. Conee and Feldman, for example, straightforwardly endorse the idea that the sort of justification they have been theorizing about is itself sufficient for epistemic obligation. It is not merely sufficient so long as it is not defeated; it is sufficient simpliciter.  More

 importantly, we urge that this second approach faces exactly the same difficulty faced by the very first response to our argument discussed above—namely, it succumbs to circularity. For, on this approach, the explanationist says that what it is for S to have justification sufficient for satisfying the epistemic requirement for knowledge, etc., with respect to p is for p to be part of or entailed by the best available good explanation for S’s evidence so long as S’s justification for p isn’t defeated. The concept of defeat, however, like the concept of having good reason, itself involves the concept of justification. Accordingly, just as the first response to our argument several pages back involved the explanationist succumbing to circularity in her analysis of justification, so does this second approach to taking the second horn of the dilemma we offered against this final response to our argument. We conclude that the final attempt to save explanationism in response to our challenge to its sufficiency condition is no better than the previous attempts considered above. 

Conclusion

The explanationist family of evidentialist views about epistemic justification defines epistemic justification in terms of the explanatory relationship between propositions and a subject’s evidence. That a proposition is part of (or is entailed by) the best available (good) explanation of a subject’s evidence is both necessary and sufficient for the subject to be justified in believing that proposition. In this paper, we have argued that explanationist views face problems on both sides. The necessity condition of explanationist views, despite a recent defense by McCain, is falsified by certain beliefs about the future, as Byerly had earlier maintained. Further, the sufficiency condition is challenged by cases where the subject has reason to think that the correct explanation of her evidence may well be unavailable. Explanationism is under fire from two directions at once.
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� While McCain’s defense of (M EXP +E) is somewhat conditional in (McCain 2013a), he later (McCain 2013b) explicitly argues for a principle that is identical to (M EXP + E).  He argues for (EE):  “A person, S, with evidence e at t is justified in believing p at t iff either p is part of the best explanation available to S at t for why S has e or p is available to S as a logical consequence of the best explanation available to S at t for why S has e.”  p 302.
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� See footnote 4. 


� There is some disagreement about the structure of abductive arguments. For an alternative proposal about how to understand this structure which may also help avoid the problem of the bad lot, see (Psillos 2007).
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� Thus, we allow for the view advocated by Fitelson (2007) and others that the confirmation relation of inductive logic is different from epistemic relations, such as the support relation.


� For a similar defense of the use of abductive arguments against the problem of the bad lot, see � ADDIN ZOTERO_ITEM CSL_CITATION {"citationID":"OBQq4Klw","properties":{"formattedCitation":"(Iranzo 2001)","plainCitation":"(Iranzo 2001)"},"citationItems":[{"id":464,"uris":["http://zotero.org/users/192972/items/IVWTWXWS"],"uri":["http://zotero.org/users/192972/items/IVWTWXWS"],"itemData":{"id":464,"type":"article-journal","title":"Bad Lots, Good Explanations (Malos lotes, buenas explicaciones)","container-title":"Crítica: Revista Hispanoamericana de Filosofía","page":"71-96","volume":"33","issue":"98","abstract":"Van Fraassen's argument from the \"bad lot\" challenges realist interpretations of inference to the best explanation (IBE). In this paper I begin by discussing the replies suggested by S. Psillos and P. Lipton. I do not find them convincing. However, I think that van Fraassen's argument is flawed. First of all, it is a non sequitur. Secondly, I think that the real target for the scientific realist is the underlying assumption that epistemic justification results from a comparative assessment among rival explanations. I argue that justification for believing an explanation does not depend on comparison, but on the extent that criteria of explanatory goodness are fulfilled. Therefore, in addition to offering more or less intuitive IBE-tailored arguments, realists fond of IBE should have to analyze the implicit standards of explanatory goodness. In the last section I distinguish between contextual and transcontextual criteria concerning explanatory goodness. Concerning the latter, I focus on consilience, simplicity, analogy and conservatism. \\\\\\ Un argumento empleado por van Fraassen contra las interpretaciones realistas de la inferencia a la mejor explicación es el argumento \"del mal lote\". El articulo comienza discutiendo las réplicas de S. Psillos y P. Lipton. Aunque ninguna me parece convincente, pienso que el argumento de van Fraassen no resiste un examen cuidadoso. En primer lugar, la conclusión antirrealista que él extrae es un non sequitur. Además, el argumento parte de un supuesto muy cuestionable, a saber, que la justificación de una explicacion es resultado de una comparacion con sus rivales. En mi opinion, la justificación no depende de esto, sino del grado en que la explicacion satisface ciertos criterios de bondad explicativa, independientemente de que haya o no comparación. En consecuencia, la socorrida estrategia de defender el realismo cientifico basándose en la IBE pasa necesariamente por un análisis de los criterios implicitos de bondad explicativa. Mi propuesta es distinguir entre criterios contextuales y transcontextuales. En los últimos incluyo: la diversidad de la evidencia explicada, la simplicidad, la analogia y el conservadurismo.","DOI":"10.2307/40104883","ISSN":"00111503","note":"ArticleType: research-article / Full publication date: Aug., 2001 / Copyright © 2001 Instituto de Investigaciones Filosóficas","journalAbbreviation":"Crítica: Revista Hispanoamericana de Filosofía","author":[{"family":"Iranzo","given":"Valeriano"}],"issued":{"date-parts":[["2001",8,1]]}}}],"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"} �(Iranzo 2001)�.


� We thank Kevin McCain for his correspondence concerning these potential responses.


� An anonymous referee has brought our attention to the fact that this principle is only circular if the bi-conditional is included.  This is correct, and our focus here is indeed on assessing explanationist views that would endorse such a bi-conditional. 


� Or, that is explained by a proposition that entails <p may well not be the best available explanation for S’s total evidence>. We avoid this complication in the text.


� If disjunctive hypotheses were rivals, one worries that explanationism would imply that the only uncertain claims we are ever justified in believing are disjunctive claims, since disjunctions of uncertain theories are more likely than their disjuncts.


� Salmon (1984) stresses the disvalue of irrelevance in explanations. 


� See � ADDIN ZOTERO_ITEM CSL_CITATION {"citationID":"ft26GoUg","properties":{"formattedCitation":"(Kitcher and Salmon 1962)","plainCitation":"(Kitcher and Salmon 1962)"},"citationItems":[{"id":472,"uris":["http://zotero.org/users/192972/items/DD866W32"],"uri":["http://zotero.org/users/192972/items/DD866W32"],"itemData":{"id":472,"type":"book","title":"Scientific Explanation","publisher":"U of Minnesota Press","number-of-pages":"546","source":"Google Books","abstract":"Scientific Explanation  was first published in 1962. Minnesota Archive Editions uses digital technology to make long-unavailable books once again accessible, and are published unaltered from the original University of Minnesota Press editions.Is a new consensus emerging in the philosophy of science? The nine distinguished contributors to this volume apply that question to the realm of scientific explanation and, although their conclusions vary, they agree in one respect: there definitely was an old consensus.Co-editor Wesley Salmon's opening essay, \"Four Decades of Scientific Explanation,\" grounds the entire discussion. His point of departure is the founding document of the old consensus: a 1948 paper by Carl G. Hempel and Paul Oppenheim, \"Studies in the Logic of Explanation,\" that set forth, with remarkable clarity, a mode of argument that came to be known as the deductive-nomological model. This approach, holding that explanation dies not move beyond the sphere of empirical knowledge, remained dominant during the hegemony of logical empiricism from 1950 to 1975. Salmon traces in detail the rise and breakup of the old consensus, and examines the degree to which there is, if not a new consensus, at least a kind of reconciliation on this issue among contemporary philosophers of science and clear agreement that science can indeed tell us why.The other contributors, in the order of their presentations, are: Peter Railton, Matti Sintonen, Paul W. Humphreys, David Papineau, Nancy Cartwright, James Woodward, Merrilee H. Salmon, and Philip Kitcher.","ISBN":"9780816657650","language":"en","author":[{"family":"Kitcher","given":"Philip"},{"family":"Salmon","given":"Wesley C."}],"issued":{"date-parts":[["1962",5]]}}}],"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"} �(Kitcher and Salmon 1962)�� ADDIN ZOTERO_ITEM CSL_CITATION {"citationID":"S3Y6wy4G","properties":{"formattedCitation":"(Kitcher and Salmon 1962)","plainCitation":"(Kitcher and Salmon 1962)"},"citationItems":[{"id":472,"uris":["http://zotero.org/users/192972/items/DD866W32"],"uri":["http://zotero.org/users/192972/items/DD866W32"],"itemData":{"id":472,"type":"book","title":"Scientific Explanation","publisher":"U of Minnesota Press","number-of-pages":"546","source":"Google Books","abstract":"Scientific Explanation  was first published in 1962. Minnesota Archive Editions uses digital technology to make long-unavailable books once again accessible, and are published unaltered from the original University of Minnesota Press editions.Is a new consensus emerging in the philosophy of science? The nine distinguished contributors to this volume apply that question to the realm of scientific explanation and, although their conclusions vary, they agree in one respect: there definitely was an old consensus.Co-editor Wesley Salmon's opening essay, \"Four Decades of Scientific Explanation,\" grounds the entire discussion. His point of departure is the founding document of the old consensus: a 1948 paper by Carl G. Hempel and Paul Oppenheim, \"Studies in the Logic of Explanation,\" that set forth, with remarkable clarity, a mode of argument that came to be known as the deductive-nomological model. This approach, holding that explanation dies not move beyond the sphere of empirical knowledge, remained dominant during the hegemony of logical empiricism from 1950 to 1975. Salmon traces in detail the rise and breakup of the old consensus, and examines the degree to which there is, if not a new consensus, at least a kind of reconciliation on this issue among contemporary philosophers of science and clear agreement that science can indeed tell us why.The other contributors, in the order of their presentations, are: Peter Railton, Matti Sintonen, Paul W. Humphreys, David Papineau, Nancy Cartwright, James Woodward, Merrilee H. Salmon, and Philip Kitcher.","ISBN":"9780816657650","language":"en","author":[{"family":"Kitcher","given":"Philip"},{"family":"Salmon","given":"Wesley C."}],"issued":{"date-parts":[["1962",5]]}}}],"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"} �
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� Thanks to an anonymous referee for suggesting this alternative kind of approach to us. 





�I’m a little bit concerned about length. It occurred to me when reading back through that this section could be crunched down quite a bit. 


�I could not find the relevant literature, despite looking for a good while.  I do know that C&F don’t think that all justification rises to the level needed for knowledge, so that one can be justified in believing p without having enough justification to allow one to know p. It seems to me that they would not think that defeated justification (whether its defeat is that it was caused to drop below the level needed for knowledge, or its  defeat is that it was caused to drop below the level needed for rational belief) is justification.  While I agree that this is the best way to understand their view of justification, I think it gets complicated to asribe it to them; but I trust your judgment!  


�p.19 of their 1985: “We think that being epistemically obligatory is equivalent to being epistemically justified.” This is what I was thinking of. Do you not think it confirms the view in the text?





